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applicable across all Member States. However, its hybrid
character, combining legal obligation with policy guidance,
creates challenges for implementation at the national level.
This article examines how this dual nature is understood
and applied by administrative authorities in Slovenia, ba-
sed on a mixed-method study involving normative legal
analysis, surveys, and focus groups. Although the AIA is
formally recognised as binding legislation, the findings re-
veal substantial gaps in awareness, institutional readiness,
and administrative application. Operational authorities of-
ten interpret the AIA more as a strategic framework than
enforceable law. The study underscores the urgent need for
coordinated action, clearer delineation of responsibilities,
and structured support mechanisms to ensure effective im-
plementation. The Slovenian case provides important insi-
ghts for other Member States facing similar challenges in
the multi-level governance of artificial intelligence.!

Keywords: Artificial Intelligence Act, EU regulation, legally
binding vs. policy act, administrative authorities as Al pro-
viders/users, Slovenia

1. Introduction

The Artificial Intelligence Act (AIA) is a regulation that was adopted in
2024 after several years of coordination on its content and holders. In
view of its purpose and scope, which is directly applicable in all Member
States of the European Union (EU), it is a groundbreaking regulation
(Ferndndez-Llorca et al., 2024). In this context, Al is understood as a
rapidly evolving group of technologies capable of delivering numerous so-
cietal benefits by improving predictions, optimising operations, allocating
resources, and providing tailored services (EC, 2021).

An Al system is defined as software that makes it possible to generate pre-
dictions, recommendations, or decision-making processes that influence
its environment (EC, 2021; Misuraca, Barcevicius & Codagnone, 2020;

! The authors gratefully acknowledge the financial support from the Slovenian Re-
search and Innovation Agency (research core funding program No. P5-0093, and project
No. J5-50165).
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Wischmeyer & Rademacher, 2020). According to the AIA, an Al system
is a “machine-based system that is designed to operate with varying levels
of autonomy and that may exhibit adaptiveness after deployment, and
that, for explicit or implicit objectives, infers, from the input it receives,
how to generate outputs such as predictions, content, recommendations,
or decisions that can influence physical or virtual environment” (Art. 3/1).
However, Al systems, especially in the public sector, are only acceptable
if they adhere to principles such as protecting human autonomy, ensuring
transparency, explainability, and accountability, promoting inclusivity and
fairness, and fostering Al development that is both responsive and susta-
inable (Babsek et al., 2025a), therefore their legal regulation is necessary.

The AIA is a highly complex regulation. It comprises 180 points in the
preamble, 113 articles, and 13 annexes. More importantly, the question
arises as to how its legal and overall multi-layered or hybrid character is
to be understood (Gstrein, Haleem & Zwitter, 2024; Madan & Ashok,
2024; Quintais, 2025). As an EU regulation, the AIA is formally a legally
binding act that applies directly in all EU Member States. In terms of
content, however, the AIA functions more as a policy guideline for po-
licymakers than as a direct regulatory instrument for implementers, Al
providers, and users. The research problem addressed by this article is
therefore to analyse the (mis)understanding of the character of the AIA
from the perspective of the institutional representatives responsible for its
implementation, i.e., primarily the authorities operating at the national
level. Namely, if the obliged authorities do not fully understand the objec-
tives and rules of such laws, the (non-)implementation in practice remains
an open question.

To investigate the research gap between the legally defined and the actu-
ally perceived character of the AIA, a study was designed and addressed
to two groups of administrative authorities in Slovenia as an EU Member
State. The first group consists of policymakers, the coordinating and line
ministries responsible for the establishment of the Al system, i.e., the
institutional level of public governance. The second group consists of the
operational authorities that apply this system, i.e., the instrumental or im-
plementation level of public governance (Godec, 1993; Madan & Ashok,
2024). Initially, normative, historical, and comparative research methods
were applied, followed by the empirical part mainly based on an online
survey and a further focus group with representatives of ministries and
selected administrative authorities as Al providers and/or users.
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The article is structured as follows: after the introduction, the methodo-
logy is outlined, starting with a review of the existing scientific literature
on legal regulation of Al. The third chapter then provides a theoretical and
normative definition of AIA and its context. This is followed by a presen-
tation of empirical research findings among government representatives
in practice. Thus, we answer Research Question 1: How do administrative
authorities at the national level understand the significance, scope, and
content of the AIA? Furthermore, the study addresses Research Question
2: To what extent are the Slovenian administrative authorities aware of
and ready to implement the AIA on a systemic and operational level? The
article concludes with a discussion chapter in which the main challenges
are identified and necessary measures are proposed, followed by the final
conclusions.

2. Literature Overview and Methodological
Framework

2.1. State of the Art in AIA and the Legal Regulation of Al
Studies

Most academic discussions of the AIA are recent (post-2023) and focus
on its adoption, definitions, and regulatory challenges. Castan (2024) cri-
ticises the lack of societal consensus on the definition of Al, which led the
AIA to adopt a narrower legal definition that combines system characte-
ristics with a closed list of techniques. Boone (2023), on the other hand,
defends this approach as workable and unambiguous. Ferndndez-Llorca
and colleagues (2024) emphasise the need for definitions that are accessi-
ble to both legal and technical experts, and analyse how the AIA defines
Al for general purposes and foundational models. An important innovati-
on of the AIA s its risk-based framework (Schuett, 2024). Beck and Burri
(2024) highlight the shift from “human control” to “human oversight”,
while Peeters (2024) points to shortcomings in areas with less human
intervention, such as tax administrations. Despite this progress, various
authors express concerns related to unclear provisions for human inter-
vention, weak protections for affected individuals, limited liability mecha-
nisms, and institutional ambiguity (Alfieri, Caroccia & Inverardi, 2022;
Wérsdorfer, 2024). Others note that the regulation overemphasises social
fairness at the expense of individual rights (Kattnig et al., 2024), does not
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set strict requirements for explainability (Panigutti et al., 2023), and is
based on an oversimplified understanding of trust in Al (Laux, Wachter
& Mittelstadt, 2024).

2.2. Research Design, Data Collection, and Selection of
Respondents

A three-stage methodological approach was used in this study: (1) a con-
textual legal analysis of the AIA and related laws, (2) an online expert
survey, and (3) a structured focus group discussion. The first phase com-
prised a normative and content-related legal analysis, which was well su-
ited to answer the research questions due to its explanatory nature and
proximity to content analysis (Korcova & Borskd, 2019). Central to this
analysis was the multi-layered nature of the AIA, which aims to provide
value-based guidance rather than strict requirements for national actors,
reflecting the interplay between EU and national law and the broader so-
cial and political functions of regulation. In the second and third phases,
a mixed-methods approach combined data from an online survey with qu-
alitative findings from focus group discussions. This design captured both
the institutional and instrumental levels of governance, and examined the
formulation and implementation of Al policy. The survey was divided into
two thematic sections. The first section focused on awareness and under-
standing of the scope of the AIA, its legal character, and links to other
EU legislation. Respondents rated the importance of the AIA objectives,
identified the key features of Al systems under the AIA, and assessed
their familiarity with AlA-related EU legislation. The second part of the
survey focused on implementation responsibilities at the EU and national
levels. Respondents assessed the readiness of their institution, identified
gaps, and prioritised implementation measures. The final focus group se-
ssions addressed six key issues: awareness, perceived importance and re-
adiness for implementation, governance roles, regulatory challenges, and
future steps.

Respondents included representatives from both the institutional and in-
strumental levels of Slovenian public administration (see Table 1). These
authorities were selected based on their active use of Al systems (Aristov-
nik, Kovac¢ & Jukié, 2024; Murko, Babsek & Aristovnik, 2024; Rudolf &
Kovag, 2024).
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Table 1: Study respondents in the online survey and the focus group

Selected specific
administrative areas
that use Al systems

Institutional public
governance

Instrumental public
governance

Tax and customs
collection

Ministry of Public

Administration (MPA),
and Ministry of Digital
Transformation (MDT)

Financial Administration
of the Republic of Slovenia
(FARS)

Ministry of Labour, Family
and Social Affairs and Equal
Opportunities (MLFSA)?

Centre for Social Work
Ljubljana (CSW)

Allocation of social
benefits

Source: Authors.

The selection aimed to obtain a balanced overview of policy and practice,
central and line ministries, and authorities subject to both national and
EU legislation. Although the operational authorities vary in size, both
play a crucial role in the delivery of public services and offer insight into
the adoption of Al on the ground. Their dual role as providers and users
of national digital systems strengthens the generalisability of the results,
particularly for similarly structured public administrations in other EU
countries.

3. Normative and Social Analysis of the AIA

The AIA was developed over several years of negotiations between various
stakeholders, taking into account, among other things, the Commission’s
policy guidelines for the period 2019-2024 and the White Paper on Al,
(COM (2020) 65 final of 19 February 2020). The AIA is legally bound
by the EU Charter of Fundamental Rights as well as Art. 16 on the pro-
tection of personal data and Art. 114 of the Treaty on the Functioning of
the EU.? The AIA has been in force since 1 August 2024, with the general

2 Despite multiple requests, the MLFSA did not participate in the survey or the focus
group. Therefore, its role in the implementation of the AIA was analysed from the perspec-
tive of the CSW as a subordinate authority and other ministries.

3 Formally, the main steps to raise awareness and further implementation were the
following: the publication of the Regulation proposal by the European Commission in spring
2021 (European Commission, 2021), which was also accompanied by a memorandum of
more than 100 pages outlining the legal basis and limitations of Al use in general, especially



Kovac¢, Babsek & Aristovnik (2025). The Artificial Intelligence Act Between the EU and ...

HKJU-CCPA, 25(3), 481-504, https://doi.org/10.31297/hkju.25.3.6 487

provisions and the provisions on prohibited practices (Sections I and II)
applying from 2 February 2025, the obligations for general Al from 2
August 2025, all Al provisions from 2 August 2026, and Annex II on high-
risk systems only from 2 August 2027. This gradual implementation alone
shows how important the legislation is, as it must bring about change and
strike a balance between the various interests involved.

The AIA undoubtedly has a hybrid character in terms of its objectives
and content (Gstrein, Haleem & Zwitter, 2024), as it is a framework that
focuses primarily on product safety and standardisation while at the same
time containing fundamental rights protection. However, beyond this le-
gal-technical mix, other perspectives need to be considered, such as policy
design with macroeconomic dimensions, which involves a balance betwe-
en an innovative and competitive European market and legal protecti-
on through concrete and individually applicable AIA rules. In this con-
text, Musch, Borrelli, and Kerrigan (2023) examined the fragile balance
between Al innovation and the protection of individual data rights throu-
gh the AIA. For example, while the General Data Protection Regulation
(GDPR) takes a bottom-up approach, the AIA establishes a risk-based
top-down legal framework that primarily emphasises the responsibilities
of public authorities (De Gregorio & Dunn, 2022). Essentially, the AIA
builds on the GDPR, while the GDPR already serves as the primary exi-
sting protection and legal framework that restricts certain Al applications
and big data processing in the EU (Rudolf & Kovac, 2024).4

The AIA is part of the so-called “new legislative framework” (see point
(1) of the AIA), which comprises several different, yet interrelated and
interconnected regulations. These include mostly directly legally binding
EU regulations, i.e.:

in public administration, according to a pyramidal system to protect EU values and indi-
viduals, based on varying levels of risk. This was followed by the approval of the European
Parliament in June 2023, adoption on 13 June 2024, and publication in the Official Journal
of the EU on 12 July 2024.

4 Art. 25 of the GDPR stipulates that all systems processing personal data must be
equipped with built-in and default data protection, while at the same time Al systems are
strictly limited to ensure compliance with the basic principles of personal data processing.
In addition, Article 15 stipulates that any person whose data is processed has the right to
obtain information as to whether their data has been processed by automated means, as
well as meaningful insight into the underlying logic, significance, and likely consequences of
such processing. Art. 22 of the GDPR grants the data subject the right not to be subject to
a decision based solely on Al and the right to request not to be subject to such a decision,
except under the specific conditions set out in Art. 22/1.
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—  General Data Protection Regulation (27 April 2016), in force since
25 May 2018;

—  European Data Governance Act (30 May 2022), in force since 24
September 2023;

- Digital Markets Act (14 September 2022), in force since 2 May 2023;

- Digital Services Act (19 October 2022), in force since 17 February
2024: and

—  Data Act (23 December 2023), in force since 12 September 2025.

In this context, not only the scope of application, the content, and the
obligors of these individual legal acts, but also their overlaps and inte-
ractions, raise numerous questions. To fully understand the character of
the AIA, one must also understand the character and mutual influence of
these related legal acts.

When examining the legal character of the AIA, the relationship between
EU regulations and national legislation must also be considered. Despi-
te the direct legal effect of EU regulations in Member States, it is not
uncommon for national laws to be adopted to implement or supplement
these regulations. This is the case in Slovenia, where the GDPR is comple-
mented by the national Personal Data Protection Act (adopted in 2022;
see Rudolf & Kova¢&, 2024). This raises questions about the relationship
and hierarchy between the various acts, both in terms of levels of gover-
nance and the general principle of the primacy of leges speciales prevailing
over leges generales. The concept of multi-level governance (MLG) and the
process of Europeanisation characteristic of the EU have a clear impact on
data protection and Al regulation (Benjamin, 2023; Tartaro, 2023). Con-
sequently, the adoption of such EU laws raises critical questions, including
the alignment of harmonised EU standards with regulatory requirements,
the legitimacy of EU standardisation, and the ability of standards to ensu-
re fundamental rights (Tartaro, 2023). Regarding the relationship between
the EU and Member States—or so called autonomy of the latter—a stable
principle has emerged: Member States have full discretion in the imple-
mentation of EU directives, provided they respect the principles of EU
equivalence and effectiveness as well as the rights of defence, in particular
the right to be informed, the right to be heard, and the right to legal protec-
tion (Galetta & Hofmann, 2023). This principle is important for the use of
Al systems in court and administrative procedures. Within the framework
of EU regulations, national discretion exists only if an explicit implementa-
tion clause is provided or if national law can be applied alongside the direct
application of an EU legal act (as in the GDPR). The relationship between
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EU law and national law is therefore not strictly hierarchical but follows a
pluralistic concept of EU governance.

Finally, the aforementioned institutional and instrumental levels of public
governance should be considered, as the AIA and other laws within the
new legislative framework act as both regulations and policy guidelines.
Many administrative authorities perform these tasks through administra-
tive procedures that reflect, through the disputability of relations with le-
gal remedies and their necessary enforcement, whether the objectives set
out in the laws and implementing regulations of supranational authorities
or national ministries are properly implemented. If this is not the case,
these individual case problems at the overall level point to the need to
initiate a new regulatory cycle and adopt better rules. As part of the exe-
cutive branch, public administration is predominantly limited to operatio-
nal governance (Godec, 1993; i.e., limited executive according to May &
Winchester, 2018), as it is restricted to determining the means to achieve
predetermined policy objectives. In contrast, the overarching institutional
framework for public policy objectives is determined by the highest aut-
horities such as national parliaments, governments and ministries or, at
EU level, by the Commission. This distinction is particularly important
when considering the legal character of the AIA, as its implementation
in a Member State raises the question of whom it primarily binds and in
what capacity.

4. Results of the Empirical Case Study on
Understanding the Character of the AIA

In the winter of 2024/2025, a study was conducted among representatives
of two central ministries and two operational authorities to examine their
understanding of the legal character, scope, and implementation tasks of
the AIA. The first part of the survey focused on the definitions of Al, the
legal status of the regulation, and its consistency with EU policy objec-
tives and legal frameworks. MDT and FARS demonstrated an accurate
understanding of the definitions of Al, while MPA and CSW incorrectly
cited dependence on humans as a defining characteristic. Most respon-
dents viewed the AIA as legally binding; however, CSW viewed it prima-
rily as a policy guideline. Ministries emphasised the strategic importance
of the AIA, while operational authorities saw it more as an administrative
tool (see Table 2).
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Table 2: The importance of AIA objectives according to respondents

Very Moderately
important bR important
Unified legal framework for the MDT, MPA, CSW
entire EU FARS
e MPA, FARS,
Reliability CSW MDT
L MDT, MPA,
Legal certainty in the market FARS CSW
Innovation MPA MDT, CSW FARS
Protec’gion. of fun.damental rights MDT, MPA,
(non-discrimination, freedom of FARS
. . S CSW
expression, privacy, dignity)
MDT, MPA,
Excellence CSW FARS

Source: Authors.

All respondents recognised the link between the AIA and the EU Charter
of Fundamental Rights and TFEU. The MPAs correctly identified the
unrelated treaties. Table 3 provides an overview of the familiarity with
related digital legal acts and the perceived links to AITA.

Table 3: Knowledge, relevance, and connection to the AIA in the “new legisla-

tive framework”
MDT MPA FARS CSwW
Mainly familiar; | Very familiar; Very familiar; Very familiar;
know the know the know the know the
enforcement enforcement enforcement enforcement
date; relevant date; relevant date; relevant date; relevant
GDPR
for enforcement; | for enforcement; | for enforcement; | for enforcement;
strong strong strong strong
connection to connection to connection to connection to
ATA AIA AJA AJA
Mainly familiar; | Mainly familiar; | Mainly familiar; | Mainly familiar;
do not know the | do not know the | do not know the | do not know the
enforcement enforcement enforcement enforcement
ePrivacy | date; relevant date; relevant date; relevant date; not relevant
Directive | for enforcement; | for enforcement; | for enforcement; | for enforcement;

partial
connection to

AIA

partial
connection to

AIA

strong
connection to

AIA

strong
connection to

AIA




Kovac¢, Babsek & Aristovnik (2025). The Artificial Intelligence Act Between the EU and ...

HKJU-CCPA, 25(3), 481-504, https://doi.org/10.31297/hkju.25.3.6

491

Mainly familiar; | Mainly familiar; | Partially familiar; | Mainly familiar;

know the know the know the know the
DSA enforcement enforcement enforcement enforcement
(Digital | date; relevant date; relevant date; not relevant | date; not relevant
Services | for enforcement; | for enforcement; | for enforcement; | for enforcement;
Act) partial partial strong strong

connection to connection to connection to connection to

AIA AIA AIA AIA

Partially familiar; | Partially familiar; | Partially familiar; | Not familiar; do

know the know the know the not know the
DMA enforceme':nt enforcement enforcement enforcement
(Digital date; partially date; relevant date; not relevant | date; not relevant
Markets relevant for for e.nforcement; for e'nforcement; for e‘nforcement;
Act) enforcement; partial ' partial ' partial .

strong connection to connection to connection to

connection to AIA AIA AIA

AIA

Very familiar; Mainly familiar; | Mainly familiar; | Not familiar; do

know the know the know the not know the
DGA enforcement enforcement enforcement enforcement
(Digital | date; relevant date; relevant date; partially date; partially
Gover- for enforcement; | for enforcement; | relevant for relevant for
nance partial strong enforcement; enforcement;
Act) connection to connection to strong strong

AIA AIA connection to connection to

AIA AIA

Mainly familiar; | Partially familiar; | Very familiar; Not familiar; do

know the know the know the not know the

enforcement enforcement enforcement enforcement
Data date; relevant date; relevant date; partially date; partially
Act for enforcement; | for enforcement; | relevant for relevant for

partial strong enforcement; enforcement;

connection to connection to strong strong

AIA AIA connection to connection to

AIA AIA

Source: Authors.

FARS and MDT demonstrated the strongest understanding of the AIA’s
immediate applicability in the EU and its potential for national transpositi-
on. MPA and CSW misinterpreted the legal character of the AIA. While all
agreed that national legislation could complement the AIA, MPA preferred
guidelines to legislation for reasons of flexibility and clarity. Opinions differed
on the clarity and legal status of the preamble. Risk-based Al management
was generally understood, with references to high-risk categories such as di-
agnostics and autonomous driving, although the examples remained general.

In the second part of the study, participants addressed Al governance
responsibilities. All recognised the EU Al Office as the EU-level imple-
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menting body, and the Ministry of Digital Transformation as the Sloveni-
an national authority. Views differed on whether central or line ministries
should lead policy. Table 4 compares the expected and actual roles in the
implementation of the AIA.

Table 4: Expected vs. actual roles of ministries in implementing the AIA at the
national level

Ministry Should Experience up to 2025/1

1 = for MDT, MPA and
MDT 1 = for MDT and CSW FARS

2 = for MPA and FARS 2 = for CSW

3 = for MDT, MPA, FARS, 1 = for CSW; 4 = for MDT,

MPA CSW MPA and FARS

Line ministry (finance, | 3 = for MDT, MPA, FARS, 2 = for CSW; 4 = for MDT,
social affairs) CSW MPA and FARS

Note: 1 - key, supreme in both content and IT, 2 - central information role, not content-
related, 3 - key in content, but supplementary regarding IT, 4 - no role.

Source: Authors.

Awareness and readiness for Al implementation varied. Operational aut-
horities reported a particularly low level of readiness. In the focus group
discussions, it was emphasised that digital literacy needs to be improved
across society to increase trust in Al. Table 5 presents the self-assessments
of the four authorities.

Table 5: Self-assessment of authorities’ awareness and readiness to implement
the AIA (content-wise)

MDT MPA FARS CSW
Awareness ¥nadeq1.1ate but .madeql'late but (still) too low (still) too low
improving improving
Readiness inadequate but mostly good inadequate but (still) too low

improving improving

Source: Authors.

Table 6 presents a ranking of measures to bridge awareness gaps and
indicates the status of implementation. While all authorities prioritised
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measures such as staff training, collaboration, and defined protocols, im-
plementation was limited or delayed.

Table 6: Measures to bridge the gap between awareness and readiness

Measure MDT MPA FARS CSwW
Additional financial, 7 2 3 5
personnel, and - 4| Imol q
informational mplemente mplemente No plan yet No plan yet
resources by 2024/8 by 2024/8 plany plany
2 1 4 6
Defined procedures/ - 1 - 1 - Tt
protocols anned in anned in anned after
2025 2025 2025 No plan yet
Consistent impact 1 4 8 4
assessments (ex ante/ Planned in Planned in Planned in No plan vet
ex post) 2025 2025 2025 plany
More cooperation 4 8 5 1
between national
ministries and Planned in Planned in | |
operational service 2025 2025 No plan yet No plan yet
providers
More cooperation/ 6 7 6 7
information exchange Pl 1 Pl 1
in the EU at the anned in anned im No I
plan yet No plan yet
same authority level 2025 2025
More cooperation / 5 5 2 2
information exchange
between Slovenian Implemented Planned in | |
authorities using Al by 2025/1 2025 No plan yet No plan yet
systems
3 3 1 3
Training of staff Planned in Implemented | Planned after No plan vet
2025 by 2025/1 2025 oplanye
Training or providing 9 6 9 9
more information to | Planned after
users/clients 2025 No plan yet No plan yet No plan yet
Measuring the 8 9 7 8

perception of risks

associated with using | N plan yet Planned after Planned in

AT 2025 2025 No plan yet

Note: The measures are ranked in order of importance, with 1 and 2 being the most impor-
tant and 9 the least important.

Source: Authors.

CROATIAN AND COMPARATIVE PUBLIC ADMINISTRATION



NOILVYLSININGY JI78Nd JAILYHYdWOD ANV NYILYOdD

Kovag, Babsek & Aristovnik (2025). The Artificial Intelligence Act Between the EU and ...

494 HKJU-CCPA, 25(3), 481-504, https://doi.org/10.31297/hkju.25.3.6

Finally, the respondents assessed Slovenia’s Al readiness relative to other
EU countries. Most rated it as average or below average, pointing to the
slow adoption of Al in both the business and public sectors, particularly
in personal data protection and social services. The delays were attributed
to limited awareness, unclear responsibilities, and a lack of Al-enabled
operational systems.

5. Discussion

The Slovenian case shows a persistent discrepancy between the formal
recognition of the AIA and its operational implementation. This gap can
be better understood based on the interlinked but different dimensions of
awareness, readiness, and application. In the context of AIA, awareness
refers to the recognition of the AIA’s legal status, its objectives, and its
links to related EU legislation (e.g., GDPR, DSA). Readiness refers to
the institutional capacity to build organisational structures, procedures,
and resources to act on this awareness (Madan & Ashok, 2024). Finally,
application involves the integration of AIA provisions into administrative
practice. As the findings show, the hybrid legal-policy character of the
AIA makes this development difficult, especially at the operational level,
where formal awareness is often not translated into actionable readiness
or compliant practice (Worsdorfer, 2024). This hybrid character can be
better understood through established EU legal principles, where binding
regulatory norms coexist with non-binding policy guidance, reflecting a
layered and flexible approach to governance.

From an administrative law perspective, the AIA represents a significant
step forward—even though building on an existing framework, such as the
GDPR—as it addresses key issues related to automated decision-making
(ADM), and the use of Al by public authorities (Ferndndez-Llorca et
al., 2024; Galetta & Hofmann, 2023). To bridge the gap between legal
frameworks and real-world ADM practices, Palmiotto (2024) and the Eu-
ropean Law Institute (2022) propose extending legal protection through
a taxonomy that facilitates the analysis of fundamental rights (Gstrein,
Haleem & Zwitter, 2024; Musch, Borrelli & Kerrigan, 2023). The integra-
tion of Al into public administration requires a systematic approach that
combines big data, remote operations, efficiency gains, and sustainability,
and is underpinned by responsible, explainable, and trustworthy systems,
as emphasised by Babsek and colleagues (2025b). Ethical dilemmas, user
involvement, objectivity, accountability for errors, and transparency must
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be considered (Castdn, 2024; Linhartova, 2022; State et al., 2025). It is
crucial to protect privacy to prevent drifting into a surveillance society in
which freedom is compromised.

However, the Slovenian case study shows notable gaps in awareness and
understanding of the (legal) character of the AIA. These misinterpreta-
tions can lead to various detrimental outcomes, such as administrative
inertia, inconsistent implementation by different authorities, delayed po-
licy implementation, and increased legal uncertainty, which can ultima-
tely undermine the protection of fundamental rights and the intended
harmonisation of AIA in Member States. Differences persist between the
institutional ministerial level and operational tax and social services, but
even the institutional authorities often misinterpret the binding nature of
the AIA, which undermines effective implementation across the EU (see
Lind, 2023; Madan & Ashok, 2024). The complex nomotechnical design
of the ATIA complicates its implementation and limits the protection of
data subjects, contributing to institutional ambiguity (Wérsdérfer, 2024).
Systemic improvements are therefore urgently needed to remedy this. In
Central Europe, where legal formalism prevails, legislation is still often
seen as the most important lever for change. However, practical imple-
mentation depends not only on legal texts, but also requires coordinated
organisational, managerial, HRM, and IT measures to effectively imple-
ment the rules and objectives of the AIA (Amin & Afigah, 2024). The nati-
onal analysis shows that while most authorities recognise the AIA as legally
binding, some, such as the CSW, mistakenly believe that its obligations
apply only to ministries, and not to all administrative authorities. Hereby,
smaller states such as Slovenia often face greater challenges in interpreting
and applying complex EU legislation. These difficulties have a direct im-
pact on the objectives of important regulations such as the GDPR and the
AIA (Bertaina et al., 2025; Rudolf & Kovac, 2024). To avoid implemen-
tation gaps, the European Commission and national executive authorities
should draw up action plans at an early stage, and introduce mechanisms
for monitoring and gap analysis once the AIA comes into force.

A key added value of the AIA, confirmed also by this study, is its risk-ba-
sed classification system—ranging from unacceptable to minimal risk—
coupled with its direct applicability across the EU. This framework is par-
ticularly relevant for public services, as it determines whether the use of
Al is prohibited, restricted, or permitted (Beck & Burri, 2024). The role of
an authority, whether as provider or user, also has a significant impact on
its responsibility (Koivisto, Koulu & Larsson, 2024). The Slovenian study
highlights transparency and human-centredness as core objectives of the
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AIA (Schuett, 2024; Tartaro, 2023), yet it remains unclear whether all
administrative authorities fully grasp this. While lower awareness among
operational authorities is to be expected, such gaps are concerning at the
ministerial level. The study found no national legal provisions addressing
specific AIA risk levels, only hypothetical discussions. Despite the use
of Al by FARS and CSW in high-volume administrative procedures, the
AIA appears to be too general and insufficiently understood. A crucial di-
stinction must be made between Al used for decision support, which can
be outsourced, and Al employed for final decision-making, which must
remain under control of accountable public authorities (Alfieri, Caroccia
& Inverardi, 2022; Galetta & Hofmann, 2023).

The results of the study in relation to RQ 1, how the national administra-
tive authorities understand the significance, scope, and content of the
AIA, reveal persistent misunderstandings and contradictory interpreta-
tions. Even experienced authorities such as FARS and CSW, which had
previously implemented GDPR-compliant systems, struggled with the
complexity of the AIA. Although the regulation is formally binding and
directly applicable, its structure, particularly the preamble, annexes, and
penalty provisions, is unclear to both legal and technical professionals.
This confirms the concerns expressed in the literature regarding the AIA’s
regulatory approach, scope of application, and protective effect (Boone,
2023; Castan, 2024; Ferndndez-Llorca et al., 2024). The core concept
of Al also remains elusive in practice. In view of these challenges, future
EU legislation should follow the principle of “less is more”. While the
study disproves the assumption that the AIA is merely a policy document,
responses, particularly from CSW, show that this misunderstanding per-
sists. Commonly cited problems include the lack of enforcement, unclear
oversight, limited procedural safeguards, and insufficient consideration of
sustainability—issues also highlighted in academic critiques (Wérsdérfer,
2024). These contrast with the more clearly defined procedural mechani-
sms and greater enforceability of the GDPR. The study also examined the
authorities’ awareness of institutional responsibilities. While all respon-
dents correctly identified the European Al Office, roles at the national
level remain unclear or overlap (Murko, Babsek & Aristovnik, 2024).

RQ 2 examines the extent of awareness and readiness of the Slovenian
administrative authorities to implement the AIA, since the mere adoption
of a regulation is not enough to bring about change. It must be accom-
panied by additional measures such as established procedures, impact
assessments, staff training, inter-authority cooperation, and user training
(Stefaniinova et al., 2021). Unfortunately, the results of this study do
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not indicate a systemic positive outcome. The findings suggest that the
lack of system awareness and readiness is widely recognised even in core
ministries such as the MDT and MPA. To address this gap, ministries
emphasise the importance of formalised procedures for the deployment
and evaluation of Al systems, while operational authorities prioritise tra-
ining for their staff. The results also show a discrepancy between the im-
portance attached to certain measures and their planned implementati-
on deadlines. Another problem is the unclear division of responsibilities,
which causes operational authorities—particularly the CSW—to wait for
guidelines and infrastructural support from the line ministries, resulting in
inefficient or delayed implementation of Al

The Slovenian case provides insights that can be extrapolated. The norma-
tive complexity of the AIA, combined with the lack of operational mecha-
nisms, poses procedural challenges across the EU. However, some findin-
gs are specific to the small state context of Slovenia, such as the unclear
coordination between central and line ministries in areas such as taxation
and social services. These results provide a solid basis for further resear-
ch. The “Brussels effect” expected by the AIA seems overly optimistic
and could weaken the EU’s global legislative influence (Almada & Radu,
2024; Pagallo, 2023). The broader EU regulatory framework reflects the
growing awareness of digital risks, but effective governance still requires
clear legal foundations, proportionate safeguards, and the protection of
individual rights (Galetta & Hofmann, 2023; May & Winchester, 2018).
Even at the cost of global competitiveness, these safeguards are central to
the European principle of the rule of law.

6. Conclusion

The AIA represents an important step in the EU’s Al governance and pro-
vides a model for a human-centred, ethical, and balanced regulation that
combines fundamental rights and innovation. As a binding regulation, it
applies directly in all Member States, but its implementation depends on
the national administrative contexts. Its hybrid nature—part legal manda-
te, part policy guideline—raises questions about practical enforcement.
Effective understanding requires both compliance with the legislation
and adaptability to technological and institutional circumstances. The
Slovenian case study highlights the main challenges in interpreting and
implementing the AIA. While institutional actors largely see the AIA as a
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binding law, operational authorities often treat it as a strategic guide. This
divergence affects awareness and readiness, and shows that regulatory
expectations need to be clarified and adjusted. Although the importance
of the AIA is widely recognised, practical enforcement is hampered by
vague procedures, limited coordination, and insufficient training. Structu-
red measures are needed to address these issues, such as formal impact
assessments, clearer role definitions, and greater inter-institutional coope-
ration at both the national and EU levels. Looking ahead, the integration
of Al regulation into public administration must strike a balance between
flexibility and the rule of law principles to preserve rights, accountability,
and legal certainty. Bridging the gap between regulatory intent and ope-
rational practice is crucial. This case study thus offers valuable lessons for
other EU countries in dealing with the complex, multi-level implemen-
tation of Al governance. Furthermore, Slovenia’s experience illustrates
how different national interpretations and levels of readiness can lead to
friction in cross-border Al applications, underlining the need for greater
coordination through mechanisms such as the European Al Office.

References

Alfieri, C., Caroccia, F., & Inverardi, P. (2022). Al Act and individual rights: A
juridical and technical perspective. In JAIL@ HHAI. Retrieved from
http://ceur-ws.org/Vol-3221/IAIL_paper4.pdf

Almada, M., & Radu, A. (2024). The Brussels side-effect: how the Al act can
reduce the global reach of EU policy. German Law Journal, 25(4), 646-663,
https://doi.org/10.1017/¢lj.2023.108

Amin, N., & Afigah, N. (2024). A review of factors influencing strategy implemen-
tation in the public sector: A conceptual framework. Croatian and Comparati-
ve Public Administration, 24(1), 59-89, http://dx.doi.org/10.31297/hkju.24.1.4

Aristovnik, A., Kovag, P., & Juki¢, T. (2024). Digitalna preobrazba javne uprave
v teoriji in praksi [Digital transformation of public administration in theory and
practice]. Ljubljana, Slovenia: Faculty of Public Administration.

Babsek, M., Ravselj, D., Umek, L., & Aristovnik, A. (2025a). Artificial intelligen-
ce adoption in public administration: An overview of top-cited articles and
practical applications. Al, 6(3), 44, http://dx.doi.org/10.3390/2i6030044

Babsek, M., Ravselj, D., Umek, L., & Aristovnik, A. (2025b). Mapping the adopti-
on of disruptive technologies in public administration: A bibliometric analysis
and review of practical applications. SAGE Open, 15(2), 1-25,
https://doi.org/10.1177/21582440251335516

Beck, J., & Burri, T. (2024). From “human control” in international law to “hu-
man oversight” in the new EU act on artificial intelligence. In G. Mecacci, D.



Kovac¢, Babsek & Aristovnik (2025). The Artificial Intelligence Act Between the EU and ...

HKJU-CCPA, 25(3), 481-504, https://doi.org/10.31297/hkju.25.3.6 499

Amoroso, L. C. Siebert, D. Abbink, J. van den Hoven & F. S. de Sio (Eds.)
Research handbook on meaningful human control of artificial intelligence systems
(pp. 104-130). Northampton, USA: Edward Elgar Publishing,
https://dx.doi.org/10.4337/9781802204131

Benjamin, J. (2023). Safeguarding the right to an effective remedy in algorithmic
multi-governance systems: An inquiry in artificial intelligence-powered infor-
mational cooperation in the EU administrative space. Review of European Ad-
ministrative Law, 16(2), 9-36,
https://doi.org/10.7590/187479823X16878510945034

Bertaina, S., Biganzoli, I., Desiante, R., Fontanella, D., Inverardi, N., Penco, 1.
G., & Cosentini, A. C. (2025). Fundamental rights and artificial intelligence
impact assessment: A new quantitative methodology in the upcoming era of
Al Act. Computer Law & Security Review, 56, 106101,
https://doi.org/10.1016/j.clsr.2024.106101

Boone, T. S. (2023). The challenge of defining artificial intelligence in the EU Al
Act. Journal of Data Protection & Privacy, 6(2), 180-195,
https://doi.org/10.69554/QHAY8067

Castan, C. T. (2024). The legal concept of artificial intelligence: the debate surro-
unding the definition of Al System in the Al Act. BioLaw Journal-Rivista di
BioDiritto, (1), 305-344, https://doi.org/10.15168/2284-4503-3000

De Gregorio, G., & Dunn, P. (2022). The European risk-based approaches:
Connecting constitutional dots in the digital age. Common Market Law Review,
59(2), https://dx.doi.org/10.2139/ssrn.4071437

European Law Institute (2022). Model rules on impact assessment of algorithmic de-
cision-making systems used by public administration. Retrieved from http://www.
europeanlawinstitute.eu/fileadmin/user_upload/p_eli/Publications/ELI_Mo-
del_Rules_on_Impact_Assessment_of ADMSs_Used_by_Public_Admini-
stration.pdf

Fernandez-Llorca, D., Gémez, E., Sanchez, 1., & Mazzini, G. (2024). An inter-
disciplinary account of the terminological choices by EU policymakers ahead
of the final agreement on the Al Act: Al system, general purpose Al system,
foundation model, and generative Al. Artificial Intelligence and Law, 1-14,
http://dx.doi.org/10.1007/s10506-024-09412-y

Galetta, D. U., & Hofmann, H. C. (2023). Evolving Al-based automation-the
continuing relevance of good administration. European Law Review, 2023(6),
617-635.

Godec, R. (1993). Upravni zbornik [Administrative compendium]. Ljubljana, Slove-
nia: Faculty of Law.

Gstrein, O. J., Haleem, N., & Zwitter, A. (2024). General-purpose Al regulation
and the European Union Al Act. Internet Policy Review, 13(3), 1-26,
https://dx.doi.org/10.2139/ssrn.4916400

Kattnig, M., Angerschmid, A., Reichel, T., & Kern, R. (2024). Assessing tru-

stworthy Al: Technical and legal perspectives of fairness in Al. Computer Law
& Security Review, 55, 106053, https://doi.org/10.1016/j.clsr.2024.106053

CROATIAN AND COMPARATIVE PUBLIC ADMINISTRATION



NOILVYLSININGY JI78Nd JAILYHYdWOD ANV NYILYOdD

Kovag, Babsek & Aristovnik (2025). The Artificial Intelligence Act Between the EU and ...
500 HKJU-CCPA, 25(3), 481-504, https://doi.org/10.31297/hkju.25.3.6

Koivisto, I., Koulu, R., & Larsson, S. (2024). User accounts: How technological
concepts permeate public law through the EU’s Al Act. Maastricht Journal of
European and Comparative Law, 31(3), 412-432,
https://doi.org/10.1177/1023263X241248469

Korcova, R., & Borsk4, J. (2019). Position of seniors in rural areas in relation to
the Czech Republic. Kontakt, 21(4), 416-423,
http://dx.doi.org/10.32725/kont.2019.049

Laux, J., Wachter, S., & Mittelstadt, B. (2024). Trustworthy artificial intelligence
and the European Union Al act: On the conflation of trustworthiness and
acceptability of risk. Regulation & Governance, 18(1), 3-32,
https://doi.org/10.1111/rego.12512

Lind, A. S. (2023). Legislating Al: A matter of high-risk administration? In M.
Suksi (Ed.), The rule of law and automated decision-making: Exploring funda-
mentals of algorithmic governance (pp. 179-194). Cham, Switzerland: Springer
International Publishing, https://doi.org/10.1007/978-3-031-30142-1_8

Linhartova, V. (2022). The role of e-government in the evaluation of the quality of
governance in the countries of the European Union. Croatian and Comparati-
ve Public Administration, 22(2), 267-287, https://doi.org/10.31297/hkju.22.2.4

Madan, R., & Ashok, M. (2024). Organisational and technological Al readiness:
Evidence from Canadian public administration. In ICIS 2024 Proceedings, In-
ternational Conference on Information Systems (ICIS 2024), Thailand. Re-
trieved from https://aisel.aisnet.org/icis2024/it_implement/it_implement/10/

May, C., & Winchester, A. (2018). Handbook on the rule of law. Cheltenham and
Northampton, UK: Edward Elgar Publishing.

Misuraca, G., Barcevicius, E., & Codagnone, C. (2020). Exploring digital go-
vernment transformation in the EU-Understanding public sector innovation in a
data-driven society (No. JRC121548). Joint Research Centre, http:/dx.doi.
org/10.2760/480377

Murko, E., Babsek, M., & Aristovnik, A. (2024). Artificial intelligence and public
governance models in socioeconomic welfare: some insights from Slovenia.
Administratie si Management Public, 43, 41-60,
https://doi.org/10.24818/amp/2024.43-03

Musch, S., Borrelli, M. C., & Kerrigan, C. (2023). Balancing Al innovation with
data protection: A closer look at the EU Al Act. Journal of Data Protection &
Privacy, 6(2), 135-152, https://doi.org/10.69554/RCIV2626

Pagallo, U. (2023). Dismantling four myths in Al & EU law through legal infor-
mation “about” reality. In H. Sousa Antunes, P. M. Freitas, A. L. Oliveira, C.
Martins Pereira, E. Vaz de Sequeira & L. Barreto Xavier. Multidisciplinary per-
spectives on artificial intelligence and the law (pp. 251-261). Cham, Switzerland:
Springer International Publishing,
https://doi.org/10.1007/978-3-031-41264-6

Palmiotto, F. (2024). When is a decision automated? A taxonomy for a fundamen-
tal rights analysis. German Law Journal, 25(2), 210-236,
https://doi.org/10.1017/glj.2023.112



Kovac¢, Babsek & Aristovnik (2025). The Artificial Intelligence Act Between the EU and ...

HKJU-CCPA, 25(3), 481-504, https://doi.org/10.31297/hkju.25.3.6 501

Panigutti, C., Hamon, R., Hupont, 1., Fernandez Llorca, D., Fano Yela, D., Jun-
klewitz, H., Scalzo, S., Mazzini, G., Sanchez, 1., Soler Garrido, J., & Gomez,
E. (2023). The role of explainable Al in the context of the Al Act. In Procee-
dings of the 2023 ACM conference on fairness, accountability, and transparency
(pp. 1139-1150), http://dx.doi.org/10.1145/3593013.3594069

Peeters, B. (2024). European law restrictions on tax authorities’ use of artificial in-
telligence systems: Reflections on some recent developments. EC Tax Review,
33(2), 54-57, https://doi.org/10.54648/ecta2024006

Quintais, J. P. (2025). Generative Al, copyright and the Al Act. Computer Law &
Security Review, 56, 106107, https://doi.org/10.1016/j.clsr.2025.106107

Rudolf, G., & Kovag, P. (2024). The role of automated decision-making in mo-
dern administrative law: Challenges and data protection implications. Central
European Public Administration Review, 22(2), 83-108,
http://dx.doi.org/10.17573/cepar.2024.2.04

Schuett, J. (2024). Risk management in the artificial intelligence act. European
Journal of Risk Regulation, 15(2), 367-385, https://doi.org/10.1017/err.2023.1

State, L., Bringas Colmenarejo, A., Beretta, A., Ruggieri, S., Turini, F., & Law,
S. (2025). The explanation dialogues: An expert focus study to understand
requirements towards explanations within the GDPR. Artificial Intelligence
and Law, 1-60, https://doi.org/10.48550/arXiv.2501.05325

Stefaniginova, N., Jakus Muthova, N., Strangfeldova, J., & Sulajova, K. (2021).
Implementation and application of artificial intelligence in selected public
services. Croatian and Comparative Public Administration, 21(4), 601-622,
https://doi.org/10.31297/hkju.21.4.2

Tartaro, A. (2023). Regulating by standards: Current progress and main challen-
ges in the standardisation of Artificial Intelligence in support of the Al Act.
European Journal of Privacy Law and Technologies, 1, 147-174,
https://ssrn.com/abstract=4788524

Wischmeyer, T., & Rademacher, T. (2020). Regulating artificial intelligence. Cham,
Switzerland: Springer, https://doi.org/10.1007/978-3-030-32361-5
Waérsdérfer, M. (2024). Mitigating the adverse effects of Al with the European

Union's artificial intelligence act: Hype or hope? Global Business and Organi-
zational Excellence, 43(3), 106-126, https://doi.org/10.1002/joe.22238

Legal sources

Directive 2002/58/EC of the European Parliament and of the Council of 12 July
2002 concerning the processing of personal data and the protection of privacy
in the electronic communications sector (Privacy and Electronic Communi-
cations); Official Journal of the EU, L, of 31 July 2002.

European Commission (2021). Proposal for a Regulation of the EP and of the
Council Laying Down Harmonised Rules on Al (AIA) and Amending Certa-
in EU Legislative Acts, Explanatory Memorandum, COM (2021) 206 final,

CROATIAN AND COMPARATIVE PUBLIC ADMINISTRATION



NOILVYLSININGY JI78Nd JAILYHYdWOD ANV NYILYOdD

Kovag, Babsek & Aristovnik (2025). The Artificial Intelligence Act Between the EU and ...
502 HKJU-CCPA, 25(3), 481-504, https://doi.org/10.31297/hkju.25.3.6

2021/01016(COD), Retrieved from http://eur-lex.europa.euw/legal-content/
EN/TXT/2uri=CELEX:52021PC0206.

Regulation (EU) 2016/679 of the European Parliament and of the Council of 27
April 2016 on the protection of natural persons with regard to the processing
of personal data and on the free movement of such data (General Data Pro-
tection Regulation), and repealing Directive 95/46/EC; Official Journal of the
EU, L, of 4 May 2016.

Regulation (EU) 2022/868 of the European Parliament and of the Council of
30 May 2022 on European data governance and amending Regulation (EU)
2018/1724 (Data Governance Act); Official Journal of the EU, L, of 3 June
2022.

Regulation (EU) 2022/1925 of the European Parliament and of the Council of
14 September 2022 on contestable and fair markets in the digital sector and
amending Directives (EU) 2019/1937 and (EU) 2020/1828 (Digital Markets
Act); Official Journal of the EU, L, of 12 October 2022.

Regulation (EU) 2022/2065 of the European Parliament and of the Council of 19
October 2022 on a Single Market for Digital Services and amending Direc-
tive 2000/31/EC (Digital Services Act); Official Journal of the EU, L, of 27
October 2022.

Regulation (EU) 2023/2854 of the European Parliament and of the Council of
13 December 2023 on harmonised rules on fair access to and use of data and
amending Regulation (EU) 2017/2394 and Directive (EU) 2020/1828 (Data
Act); Official Journal of the EU, L, of 22 December 2023.

Regulation (EU) 2024/1689 of the European Parliament and of the Council of
13 June 2024 laying down harmonised rules on artificial intelligence and
amending Regulations (EC) No 300/2008, (EU) No 167/2013, (EU) No
168/2013, (EU) 2018/858, (EU) 2018/1139 and (EU) 2019/2144 and Direc-
tives 2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 (Artificial Intelligen-
ce Act); Official Journal of the EU, L, of 12 July 2024.



Kovac¢, Babsek & Aristovnik (2025). The Artificial Intelligence Act Between the EU and ...

HKJU-CCPA, 25(3), 481-504, https://doi.org/10.31297/hkju.25.3.6 503

THE ARTIFICIAL INTELLIGENCE ACT BETWEEN THE EU AND
NATIONAL LEVELS: THE SLOVENIAN CASE STUDY

Summary

This article examines the complex legal and policy dimensions of the Europe-
an Union’s Artificial Intelligence Act (AIA), focusing on its implementation in
Slovenia. Although the AIA is a binding regulation directly applicable in all
EU Member States, its bybrid nature—part legal mandate, part policy guideli-
ne—creates interpretative and practical challenges, especially for national ad-
ministrative authorities. Using a three-stage methodology (normative analysis,
expert survey, and focus group discussions), the study examined how Slovenian
authorities perceive the AIA’s legal character, scope of application, and im-
plementation obligations. Respondents included both institutional (ministries)
and operational (tax and social services) authorities. While most recognised the
formal status of the AIA as law, significant discrepancies were found in terms of
awareness and readiness. Operational authorities such as the Centre for Social
Work often viewed the AIA as a guideline rather than a binding regulation.
Knowledge of related EU legislation (e.g., GDPR, Digital Services Act) varied
from authority to authority, which impacted implementation strategies. The fin-
dings reveal three critical gaps: legal misinterpretation, institutional readiness,
and actual application. Despite a shared understanding of the importance of
the AIA, implementation measures, such as training, clear role definitions, and
inter-agency collaboration, were insufficient or delayed. In addition, the autho-
rities did not sufficiently recognise their role and the need for national coordina-
tion. The study concludes that effective implementation of the AIA requires not
only legal clarity, but also structured action plans, sustained intergovernmental
cooperation, and practical support mechanisms. These findings are especially
relevant for smaller EU states, where legal formalism and limited resources hin-
der policy implementation. Slovenia’s experience serves as a cautionary tale and
a learning opportunity for other Member States grappling with the multi-level
governance of Al regulation.

Keywords: Artificial Intelligence Act, EU regulation; legally binding vs. policy
act, administrative authorities as Al providers/users, Slovenia
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AKT O UMJETNQJ INTELIGENCIJI IZMEDBU EUROPSKE UNIJE I
NACIONALNE RAZINE: STUDIJA SLUCAJA SLOVENIJE

Sazetak

Clanak ispituje sloZene pravne i politicke dimenzije Akta o umjetnoj inteligenciji
(AUI) Europske unije s naglaskom na njegovu implementaciju u Sloveniji.
Iako je AUI obvezujuci propis koji je izravno primjenjiv u svim drzavama
¢lanicama EU-a, njegova hibridna priroda, koja se sastoji od pravnib odredbi
i politickib smjernica, stvara interpretativne i prakticne izazove, posebno za
nacionalna upravna tijela. Koristeéi trodijelnu metodologiju (normativna
analiza, anketiranje strucnjaka i rasprave u fokus grupama), studija ispituje
kako slovenska javnopravna tijela percipiraju pravni karakter, opseg primjene
i provedbene obveze AUl-ja. Ispitanici predstavljaju i institucionalna
(ministarstva) i provedbena (porezne i socijalne sluzbe) tijela. Iako je vecina
prepoznala formalni status AUI-ja kao zakona, utvrdene su znacajne razlike
u pogledu svijesti i spremnosti za njegovu provedbu. Provedbena tijela poput
Centra za socijalni rad esto AUI smatraju smjernicom, a ne obvezujuéim
propisom. Poznavanje srodnog zakonodavstva Europske unije (npr. Opce
uredbe o zastiti osobnib podataka i Akta o digitalnim uslugama) razlikuje
se od tijela do tijela $to utjece na strategije provedbe. Nalazi otkrivaju tri
kriticna nedostatka: pogresno pravno tumacenje, institucionalnu spremnost
i stvarnu primjenu. Unato¢ slicnom razumijevanju vaZnosti Akta o umjetnoj
inteligenciji, provedbene mjere poput obuke sluzbenika, jasne definicije uloga i
meduorganizacijske suradnje, bile su nedovoljne ili su kasnile. Osim toga, vlasti
nisu dovoljno prepoznale svoju ulogu i potrebu za nacionalnom koordinacijom.
Studija zakljucuje da ucinkovita provedba AUl-ja ne zahtijeva samo pravnu
jasnocu, ve¢ i strukturirane akcijske planove, odrzivu meduorganizacijsku
i medurazinsku suradnju, koordinaciju te prakticne mehanizme podrske.
Navedeni zakljuéci posebno su relevantni za manje drzave Europske unije
gdje pravni formalizam i ograniceni resursi ometaju provedbu politika. Iskustvo
Slovenije sluzi kao opomena i prilika za ucenje drugim drZavama clanicama
koje imaju poteskoéa s viserazinskim pristupom reguliranju umjetne inteligen-
cije.
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